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This volume unites contributions from internationally renowned experts in the 
field of quantitative linguistics. The contributions were presented at the Quan-
titative Linguistics Conference (Qualico 2009, Graz), standing in a tradition of 
previous meetings organized by the International Quantitative Linguistics Asso-
ciation IQLA (www.iqla.org).

As a discipline, quantitative linguistics typically follows a specific scientific 
paradigm: in this theoretical framework, (qualitative) linguistic hypotheses are 
‘translated’ into quantitative terms and tested by means of statistical proce-
dures. The results are first quantitatively interpreted, which leads to either the 
rejection or the retainment of the hypothesis; only then are they, after some 
kind of ‘re-translation’ into linguistic terms, qualitatively interpreted and em-
bedded into theoretical concepts. The application of mathematical and statisti-
cal methods thus is no self-contained aim or objective in a quantitative linguis-
tics framework, but one necessary step in the logic of science.

In detail, against the background of this general approach, the complex rela-
tions between ‘text’ and ‘language’ are specifically focused in the contributions 
to this volume. Given such a broad horizon of quantitative linguistics, it is not 
astonishing that there are many implicit or explicit points of contact with, or 
even technical references to neighboring disciplines - not only to mathematics, 
statistics, or information sciences, but also to computer linguistics, corpus lin-
guistics, literary scholarship including individual and inter-individual stylistics, 
and others. After all, quantitative linguistics turns out to be genuinely interdis-
ciplinary.
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Distribution of canonical syllable types in Serbian

Ivan Obradović, Aljoša Obuljen, Duško Vitas,
Cvetana Krstev, Vanja Radulović

1 Introduction

If a canonical syllable type in a given language is denoted bya combination
of the letter V, which stands for the “nucleus” of the syllable, usually a vowel,
and one or more letters C, representing consonants, which surround the nu-
cleus, forming its “periphery”, then each syllable belongsto a specific canon-
ical syllable type. It has been argued by Zörnig and Altmann (1993: 190) that
the number of different syllables within a given canonical syllable type is nei-
ther chaotic nor deterministic, but rather follows a stochastic distribution. This
opens the problem of finding a model, namely an adequate probability distri-
bution that would fit the empirical data obtained by extracting syllables from
texts of a given language and grouping them into canonical syllable types. A
related issue to be solved is whether each language requiresa specific model
or more general models exist for languages belonging to the same group, such
as Slavic languages; maybe even a universal model can be found.

The first result in solving this complex problem was presented by Zörnig
and Altmann (1993). The essence of their approach to modeling canonical
syllable types can be summarized in three steps. The first step is to propose
a model with several parameters, the second is to estimate parameter values
based on empirical data, namely a sample of canonical syllable types, and the
third to apply the model with estimated parameters and compare the results ob-
tained by the model and the empirical data. Although aware that this approach
can be criticized for estimating parameters from a sample and then compar-
ing the results obtained by this estimation to the same sample, we nevertheless
decided to follow the same approach in our research.

Following the aforementioned procedure Zörnig and Altmannproposed a
particular mathematical model and validated that model on asample from In-
donesian. The basis for the model was the discrete two-dimensional approach
(Wimmer and Altmann 2005: 334) to the application of a truncated Conway-
Maxwell-Poisson distribution (Conway and Maxwell 1962). Starting from a
sample of 610 Indonesian syllables grouped into 12 canonical syllable types,
they estimated the four model parameters, applied the model, and then fur-
ther adjusted the results with two weight factors, to finallyobtain satisfactory
results.
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Given the successful application of the Zörnig-Altmann model to Indone-
sian, this model presents a natural starting point for modeling canonical sylla-
ble types for other languages. However, to the best of our knowledge, no results
were reported as to the validity of this model in any other language, although
the Zörnig-Altmann Indonesian sample has been used, yet in another context,
namely for the distribution of the average number of phonemes per syllable
in the function of the number of syllables per lexical unit, in comparison with
an English sample (Rousset 2004: 95, 110). For that matter, we are also un-
aware of a comparable model proposed for any other language.Thus our initial
step in investigating the distribution of the number of different syllables within
canonical syllable types in Serbian was to retrace the procedure outlined by
Zörnig and Altmann. To that end we have extracted syllables from two Serbian
texts generating two samples both of a size comparable with the Indonesian
sample. As the Zörnig-Altmann model failed to produce acceptable results for
Serbian, we proceeded by investigating another possibility, but it also failed
to capture the stochastic distribution of canonical syllable types in Serbian, if
such distribution indeed exists.

In Section 2 we outline the procedure we used for creating thetwo samples
of canonical syllable types in Serbian. In Section 3 resultsof the application
of the Zörnig-Altmann to Serbian are given. In Section 4 we discuss the re-
sults obtained by the alternative model, and in the final Section we give our
conclusions.

2 Collecting syllable data for Serbian

There are five vowels in Serbian: ‘a’, ‘e’, ‘i’, ‘o’ and ‘u’, and each of them can
function both as a syllable by itself or as a syllable nucleusaccompanied by
one or more consonants. In addition to that, the consonant ‘r’ can also function
as a syllable nucleus in Serbian. However, as opposed to the five vowels, this
“syllabic” consonant cannot be a syllable all by itself, butonly accompanied by
one or more other consonants as in the words “prst” (finger) or “vrt” ( garden).
Nevertheless, we still have six canonical forms of the “V” type in Serbian.
Namely, the consonant “s”, although unable to perform the “syllabic” function
the way “r” can, may appear in texts all by itself as the abbreviated form of
the preposition “sa” (with), and hence be considered as the sixth canonical “V”
type syllable.

In order to investigate possible models of canonical syllable type distribu-
tion in Serbian, we have extracted syllables from sample texts coming from
two sources: a monograph on the University of Belgrade and the literary mag-
azineKnjiževne novine. The first text, extracted from the monograph, consisted
of around 10700 word tokens, whereas the other, from the literary magazine,
consisted of about 13200 word tokens. Thus their size was comparable to the
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Indonesian sample used by Zörnig and Altmann, which had around 15000 word
tokens. Syllables were extracted from words following a semiautomatic proce-
dure. Namely, we used a software product named RAS consisting of a spell-
checker for Serbian and a hyphenator (Stojanović 2001). This software han-
dles all relevant coding schemes, both alphabets used in Serbian (Cyrillic and
Latin), as well as the “ekavian” and “ijekavian” dialect. However, both sam-
ple texts were in “ekavian”. The hyphenator breaks word forms into syllables
by inserting optional hyphens between two syllables withina word following
a set of rules and a library of exceptions. However, the hyphenation rules for
Serbian prohibited some words to be completely broken into syllables by RAS.
Namely, according to these rules, a word can never be hyphenated after its first
letter even if this letter is a vowel representing a syllableby itself. Conversely, a
word cannot be hyphenated before its last letter even if it is, again, a vowel rep-
resenting a syllable. Thus for example the word “ugao” (angle) with as much
as three vowels, and hence three syllables: “u”, “ga” and “o”, cannot be broken
into syllables by hyphenation, and hence RAS does not inserta single optional
hyphen between the three syllables of this word. As a consequence of these
rules, results obtained by RAS had to be manually checked andcorrected in
order to complete the procedure of extracting all syllablesfrom word forms.
Once this had been accomplished, we grouped the syllables into canonical syl-
lable types and counted them.

When we completed the aforementioned procedure, the first text of 10700
word tokens generated nearly 29000 syllables, of which 964 were different,
within 11 canonical syllable types; the data are represented in Table 1).

Table 1:Number of syllables within canonical syllable types for theUM sample

V VC VCC

V 6 34 3
CV 128 424 26
CCV 176 126 7
CCCV 23 11

The other text had 13200 word forms, which also generated around 29000
syllables, but this time 1378 of them different, within 12 canonical syllable
types (cf. Table 2).

We decided to keep the two samples apart, and we will further refer to them
as theUM (University Monograph) andLM (Literary Magazine) samples. The
majority of syllables in both samples definitely belong to the CVC type, which
is a feature Serbian shares with many other languages, including Indonesian,
the language Zörnig and Altmann used for testing their model. On the other
hand, the syllable CVCCC type had only one representative, namely the single-
syllable word “tekst” (text), which appeared only in theLM sample (although
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Table 2:Number of syllables within canonical syllable types for theLM sample

V VC VCC VCCC

V 6 44 7
CV 133 620 38 1
CCV 253 221 10
CCCV 33 12

five times), but not once in theUM sample, thus equalling the lack of the fourth
column in Table 1.

Although the majority of syllables belong to the CVC type followed by the
CCV type as the second largest, if we look at Tables 3 and 4, which give the
five most frequent syllables in both samples, we will notice that none of them
belong to the largest CVC syllable type.

Table 3:Five most frequent syllables in theUM sample

Syllable Frequency Type

u 1028 V
na 873 CV
o 784 V
ni 754 CV
i 748 V

Table 4:Five most frequent syllables in theLM sample

Syllable Frequency Type

o 1047 V
je 917 CV
i 871 V

na 695 CV
u 674 V

Even more, once we ordered the syllables by the frequency of their ap-
pearance in the sample, the first CVC syllable type in theUM sample (“ver”)
appeared in place 21 with 307 occurrences, most probably dueto the frequently
used word university (“u-ni-ver-zi-tet”) in the University monograph, whereas
the rank of the first CVC syllable type in theLM sample (“nog”) was down all
the way to 73, with only 93 occurrences. Hence, we should keepin mind that
we are dealing here with the numbers of different syllables of a certain type
rather than frequencies of particular syllables, which might, naturally, also be
a subject of a similar research.
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3 Applying the Zörnig-Altmann model to Serbian

As we have already mentioned, the successful application ofthe Zörnig-Alt-
mann model to Indonesian made this model a natural starting point in our at-
tempt to find a model for canonical syllable types in Serbian.We will now
briefly outline the model and parameter estimation procedure followed by Zör-
nig and Altmann, which we have retraced for Serbian.

Denoting the probability of a canonical syllable type withi consonants be-
fore andj consonants after the nucleus asPi j , the authors proposed the follow-
ing distribution:

Pi j =
aib j

(i!)k ( j!)mP00 i, j = 0,1, . . . ,4 (1)

whereP00 results from normalization, namely

P00 =

[

4

∑
i=0

4

∑
j=0

aib j

(i!)k ( j!)m

]−1

.

The authors justified the restriction ofi, j ≤ 4 by arguing that the sylla-
ble periphery cannot be infinite. This is an obvious fact, andthe periphery
limits were indeed corroborated by experimental data both for Serbian and In-
donesian. Even more, in both casesi and j never exceeded 3. As for the four
parameters,a, b, k andm, the authors proposed that they be estimated from cor-
responding frequency types from experimental data. If the number of different
syllables belonging to the canonical syllable type withi consonants before and
j consonants after the nucleus in the sample is denoted asni j , the following
parameter estimations follow:

a =
n10

n00
,

b =
n01

n00
,

k =

ln

(

a · n10

n20

)

ln2
,

m=

ln

(

b · n01

n02

)

ln2
.

(2)

In addition to that, arguing that every language prefers oneor more syllable
types, the authors also proposed that the probabilities obtained by the afore-
mentioned distribution be weighted by two weight factorsa andb, proposing
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for their Indonesian sample the following modification of the initial distribu-
tion:

P′
i j =

{

β ·Pi j for i = j = 1

α ·Pi j for i, j = 0,1, . . . ,4, if i 6= 1 or j 6= 1
(3)

Finally, they suggested that the weight factors again be estimated from ex-
perimental data as follows:

α = 1+ n10 ·b−n11
N ,

β = α ·n11
n10 ·b ,

(4)

whereN stands for the sum of all different syllables within canonical syllable
types appearing in the sample:

N =
4

∑
i=0

4

∑
i=0

ni j .

The authors then proceeded to estimate the four model parameters and two
weight factors from the sample of canonical syllable types for Indonesian given
in Table 5.

Table 5:Number of syllables within canonical syllable types for theIndonesian sample

V VC VCC VCCC

V 6 36 7
CV 36 391 44 2
CCV 9 61 13
CCCV 1 4

They further applied their model and the weight factors, andobtained a
model prediction for the same sample size, which they assessed as obviously
acceptable without test (Zörnig and Altmann 1993: 196). Model prediction is
given in Table 6, but we must note that the results slightly differ from those in
the original Zörnig and Altmann paper. Namely, as more than 15 years have
passed from its publication, we were now able to recalculateall values with
greater precision without too much effort. A comparison of Tables 5 and 6,
however, corroborates the conclusion reached by Zörnig andAltmann.

We applied the Zörnig-Altmann approach on the two samples ofSerbian
canonical syllable types independently, following the outlined steps, with a
slight modification we will mention shortly. However, the initial brief com-
parison of Serbian samples with the Indonesian sample already showed that
syllables types follow a substantially different pattern in the two languages.
Namely, numbers of syllables within Indonesian syllable types display a con-
siderable symmetry when consonants are added to the syllable type on the left
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Table 6:Number of syllables within canonical syllable types for Indonesian obtained
by the model

V VC VCC VCCC

V 6.2 37.2 7.2 0.2
CV 37.2 404.1 43.4 1.1
CCV 9.3 55.8 10.9 0.3
CCCV 0.4 2.2 0.4 0

and right sides of the nucleus. This feature is, essentially, compliant to the
symmetry of the model itself along the two dimensions. However, this is not
the case with Serbian, indicating possible problems in model application. This
difference can best be observed on the V-VC-VCC and V-CV-CCVsyllable
type sequences, which are especially important since they serve as the basis
for estimating model parameters. In case of Indonesian these sequences are
almost identical (6-36-7) and (6-36-9), whereas in Serbianthey differ signifi-
cantly, namely (6-34-3) and (6-128-176) for theUM sample, and (6-44-7) and
(6-133-253) for theLM sample. Although the V-VC-VCC patterns in Serbian
an Indonesian are similar, the V-CV-CCV pattern is completely different due
to a very high number syllables belonging to the CCV type in both samples.

When we applied the model to two Serbian samples, without theweight
factors, we obtained results presented in Tables 7 and 8.

Table 7:Number of syllables within canonical syllable types forUM obtained by the
model

V VC VCC VCCC

V 2.2 12.7 1.1 0
CV 48.0 271.9 24.0 0.2
CCV 66.0 373.8 33.0 0.3
CCCV 18.2 103.4 9.1 0.1

Table 8:Number of syllables within canonical syllable types forLM obtained by the
model

V VC VCC VCCC

V 1.7 12.6 2 0
CV 38.0 278.8 44.4 0.8
CCV 72.3 530.3 84.4 1.4
CCCV 32.7 239.9 38.2 0.6
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If they are compared with the initial samples given in Tables1 and 2 it is
obvious that the difference between empirical and theoretical results is too big
to justify the model. It should be noted that we have refrained from the weight
factors, as it turned out that they only further enlarge the difference between
empirical and theoretical results.

In order to illustrate the difference in results for Indonesian and Serbian we
used a simple measure of estimation error, namely the squareroot of the mean
squared difference between the number of syllables within canonical syllable
types obtained from the sample (ni j ) and the one obtained by the model for a
sample of the same size (n′i j ):

e=

√

√

√

√

√

3
∑

i=0

3
∑
j=0

(

ni j −n′i j
)2

16
. (5)

In the case of Indonesian the error was 3.6, which equals only0.59% of the
sample size, whereas for Serbian the error amounted to as much as 84.0 (UM)
and 140.0 (LM), equaling 8.71% and 10.16% of the sample size, respectively.

4 Investigating the alternative model

Although the results we have obtained clearly indicated that the Zörnig-Alt-
mann model cannot be applied to predict the number of different syllables
within canonical syllable types in Serbian, this did not necessarily mean that
this number does not follow a stochastic distribution. Indeed, if we compare
the frequency distribution of different syllables within canonical syllable types
in two independent Serbian samples, given in Table 9, we willobserve that
they do follow a similar pattern, which is also obvious from the accompanying
Figure 1.

Table 9:Frequency distribution of syllables within canonical syllable types in two
Serbian samples (in %)

V CV VC CCV CVC VCC

UM 0.62 13.28 3.53 18.26 43.98 0.31
LM 0.44 9.65 3.19 18.36 44.99 0.51

CCCV CCVC CVCC CCCVC CCVCC CVCCC

UM 2.39 13.07 2.70 1.14 0.73 0
LM 2.39 16.04 2.76 0.87 0.73 0.07

Thus, further models, based on the same general hypothesis of stochastic
distribution of different syllables within canonical syllable types, were worth
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V CV VC CCV CVC VCC CCCV CCVC CVCC CCCVCCCVCCCVCCC

0

1 0

2 0

3 0

4 0

5 0

UM

LM

Figure 1: Frequency distribution of syllables within canonical syllable types in two
Serbian samples

investigating. The alternative model we tried to apply to Serbian syllable types,
similar to the approach Beőthy and Altmann (1984) used for semantic diversi-
fication of Hungarian verbal prefixes, was the two-dimensional negative bino-
mial distribution, namely

Pi j =

(

a+ i −1
i

)(

b+ j −1
j

)

cid jP00 , (6)

wherea, b, c andd are model parameters, andP00 is the sum of all values
yielding the normalizing constant:

P00 =

[

4

∑
i=0

4

∑
j=0

(

a+ i −1
i

)(

b+ j −1
j

)

cid j

]−1

. (7)

The first problem we encountered with this model was that parameter esti-
mations from sample values by analogy to the Zörnig-Altmannmodel yielded
negative parameter values, and could thus not be applied. Wethen resorted to
different approaches to the estimation of model parameters. We first tried to
obtain the parameters by the minimization of the sum of squared differences
between the theoretical (model) and empirical (sample) frequencies, namely

3

∑
i=0

3

∑
j=0

(

Pi j −
ni j

N

)

2

. (8)

Parameter values obtained in this manner were now acceptable, but the re-
sults obtained by applying the model with these parameters were again unsat-
isfactory. The error measuree that we have used to assess the Zörnig-Altmann
model was 85.0 forUM and 126.9 forLM, or 8.82% and 9.21% of the sample
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size, respectively. Thus the alternative binomial model generated errors close
to those obtained by applying the initial Zörnig-Altmann model to the two Ser-
bian samples.

In order to rule out the possibility that the alternative binomial model keeps
failing in the case of Serbian due to inappropriate parameter estimation, we
made yet another attempt to estimate model parameters, thistime by using
maximum likelihood estimation, namely by maximizing the expression

log

[

3

∏
i=0

3

∏
i=0

P
ni j
i j

]

. (9)

Parameter values obtained by this estimation were again acceptable, but the
model produced results with an even greater error of 90.6 forUM and 129.5
for LM, accounting for 9.40% of the sample size in both cases.

In order to justify the two alternative approaches to parameter estimation,
we decided to the test their results by estimating parameters in the initial Zörnig-
Altmann model for Indonesian by both approaches and comparemodel results
based on alternative parameter estimations with the results obtained by the pa-
rameter estimation approach used by Zörnig and Altmann. When applied in the
initial Zörnig-Altmann model for Indonesian, parameters estimated by the min-
imization of squared differences between theoretical and empirical frequencies
yielded the results presented in Table 10. If these results are compared with the
original sample in Table 5, they can be assessed as quite satisfactory.

Table 10:Number of syllables within canonical syllable types for Indonesian obtained
by the Zörnig-Altmann model with parameters estimation by minimization

of the sum of squared differences

V VC VCC VCCC

V 4 39.4 4.8 0
CV 39.6 392.9 48.1 0.5
CCV 6.5 64.9 7.9 0.1
CCCV 0.1 1 0.1 0

This is especially true given the fact that they were obtained without the
application of the two weight factorsa andb. Although parameter values were
slightly different from the values estimated by the original Zörnig-Altmann
approach, the model generated results with an error of only 2.7, or 0.44% of
the sample size, which is less than the error obtained by estimating parameters
according to the original approach.

Using maximum likelihood estimation for parameters in the Zörnig-Alt-
mann model for Indonesian yielded the results presented in Table 11. The error
was this time 5.9, or 0.97% of the sample size, which is more than in the two
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previous cases, but still acceptable, as the error still remained under 1% of
the sample size. Besides, it should be noted that the resultswere once again
obtained without the application of the two weight factorsa andb.

Table 11:Number of syllables within canonical syllable types for Indonesian obtained
by the Zörnig-Altmann model with maximum likelihood estimation of

parameters

V VC VCC VCCC

V 4.4 40.8 5.6 0.1
CV 40.3 374.0 51.3 0.6
CCV 7.9 73.0 10.0 0.1
CCCV 0.1 1.5 0.2 0

Hence, parameter estimation by minimization of squared differences be-
tween theoretical and empirical frequencies and maximum likelihood estima-
tion for parameters proved to be fully acceptable as alternatives to the parame-
ter estimation used by Zörnig and Altmann. Failure to obtainsuccessful results
for the alternative model for Serbian thus could not be attributed to parameter
estimation, but rather to the model itself.

Wrapping up this research we made two more experiments. First, in order to
confirm that failure to obtain successful results for the initial Zörnig-Altmann
model for Serbian could also not be attributed to parameter estimation, we used
both minimization of the sum of squared differences and maximum likelihood
estimation to obtain parameters for Serbian syllables, butto no avail. Second,
to verify whether the alternative binomial model fails for Serbian only, we tried
both parameter estimation approaches to fit this model to Indonesian syllables,
but that did not yield satisfactory results either.

Hence, our research confirmed that neither the Zörnig-Altmann model nor
the alternative model can be applied for modeling canonicalsyllable types in
Serbian. On the other hand, it also confirmed that the Zörnig-Altmann model
fits Indonesian data, no matter which of the three methods forparameter es-
timation is applied (Table 12). Finally, it also confirmed that the alternative
Altmann model not only fails when applied to Serbian, but fails also on In-
donesian.

5 Conclusions

Modeling the distribution of canonical syllable types in a given language turns
out to be an extremely challenging problem in quantitative linguistics, as wit-
nessed by our attempt to find such a model for Serbian. Our research results
outlined in this paper, involving two languages, two modelsand three ap-
proaches to model parameter estimation indicate that a search for a universal
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Table 12:Comparing approaches to parameter estimation for the Zörnig-Altmann
model for Indonesian

Error Error
Parameter without Weight after

value weighting factors weighting

a b k m e1 α β e2

Original 6 6 4.59 4.95 21.25 0.71 1.29 3.63
LSE 9.97 9.92 5.92 6.34 2.66
MLE 9.17 9.28 5.55 6.08 5.87

model does not look like a promising task. Hence, models should be inves-
tigated for a particular language, possibly language groups of kin languages.
However, we failed to reach even this moderate goal in the case of Serbian,
and the problem remains open. We would like to point out that in our pursuit
for an adequate model we have tried several other options, but so far without
success, and we refrained from burdening this paper with more negative results.

Another interesting research direction that we might take in the future would
be to investigate possible models for the frequency distribution of all syllables,
not only different syllables within canonical syllable types. Namely, as we have
already noted, in the case of Serbian the most frequent syllables do not belong
to the most frequent canonical syllable types, and the distribution of syllables
follows an entirely different pattern from canonical syllable types. Thus further
research in this area might take two different directions: searching for a model
of the distribution of frequencies of canonical syllables types and searching for
a model of distribution of frequencies of single syllables.
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